[image: image1.png]1. Consider the simple linear regression Y; = B, + 3, X, +¢€;, where the ¢;’s are independent, have
mean 0 and all have the same unknown variance o2, ¢ = 1,...,n. Let Y; and e; and be the
fitted value of Y; and the ¢th residual. Show the followings.

(a) [3 marks] 327, Yie; = 0

(b) [3 marks] > ", X;e; =0




[image: image2.png]2. Consider data on 38 car models. The response Y; = MPG (miles per gallon). The possible pre-
dictors are X; (Weight), Xy (Drive Ratio), X3 (Horsepower) and X, (Displacement). Consider
the full model

Y, = By + 81Xy 4+ ByXa + B3 X3 + B, Xy + €,

(a) [b marks| Table 1 gives a table of regression diagnostics: DFFITS, Cook’s Distance, Lever-
ages. For each diagnostic tell me if there is any case which is highlighted for attention.
Then identify at most two particular cases which deserve further scrutiny. See the ap-
pendix for the rules. Your answer MUST include explanation in full sentences. Anything
less is going to get O.

Table 1: Influence measures
Observation DFFITS Cook.d Leverages Observation DFFITS Cook.d Leverages

1 1.8693  0.4873 0.1857 20 0.0588 0.0007 0.1007
2 -0.1853  0.0070 0.1387 21 -0.1267 0.0033 0.0448
3 -0.0062  0.0000 0.0639 22 -0.1917 0.0074 0.0443
4 0.5138  0.0532 0.2571 23 0.3674 0.0271 0.1280
2 -0.0689  0.0010 0.1163 24 -0.0078 0.0000 (.1880
6 -0.0167  0.0001 0.0621 25 0.1576 0.0051 0.1588
7 -0.2056  0.0086 0.1075 26 -0.0231 0.0001 0.1285
8 0.0422  0.0004 0.0546 27 -0.5998 0.0677 0.1056
9 -0.1624  0.0054 0.1476 28 -0.1167 0.0028 0.1831
10 -0.3681  0.0273 0.1576 29 0.0882 0.0016 0.2376
11 0.1147  0.0027 0.1749 30 0.0064 0.0000 0.1529
12 0.4768 0.0462 0.3063 31 0.6976 0.0891 0.1072
13 -0.1125  0.0026 0.0976 32 0.4275 0.0351 0.0723
14 -0.7482  0.1069 0.1801 33 0.0079 0.0000 0.1117
15 0.1023  0.0022 0.2267 34 0.8505 0.1245 0.1023
16 -0.3185  0.0198 0.0517 35 0.1414 0.0041 0.0759
17 -0.1207  0.0030 0.0905 36 -0.1002 0.0021 0.0994
18 -0.3262  0.0213 0.0977 37 -0.4952 0.0481 0.1286
19 -0.2777  0.0157 0.1609 38 -0.0989 0.0020 0.1527




[image: image3.png](b) [3 marks] One data point is eliminated from the data set (based on the investigation
in the previous question) and refitted the model. In Figure 1, I produce plots of the
residuals against fitted values, residuals against each predictor and a normal probability

plot. Criticize the model fit using these plots.

Figure 1: Residual Plots
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[image: image4.png](c) [8 marks] Use the sum of squares of residuals in Table 2 and backward elimination to
choose a final model. Use F' tests at the level 0.05. Explain what you are doing in full

sentences.

Table 2: The Sum of Squares of Residuals for All Subsets

Predictor in the model — SS(Res) Predictor in the model  SS(Res)
X1, X2, X3, X, 14.1186 X, X,, X3 14.3009
Xy, X, X4 15.2223 X1, X3, X4 23.1960
X2, X3, X4 36.7869 X1, Xy 15.3141
X1, X3 33.1432 X1, X4 25.8751
Xa, X3 04.2240 X, X4 53.4491
X3, X, 52.4630 X, 35.8300
Xy 208.1485 X3 56.4908

X4 87.8645 None 259.2315




[image: image5.png]3. Consider a data in which the response variable Y is Hardness and the ihdependent variables are
sand contents (S) and fibre contents (F'). The data has 20 points. The initial model contains
the regression terms S, 52, F, F?, SF'. For each question, 1 mark for the answer and 2 marks
for the explanation.

(a) [3 marks] Now suppose that the regression terms S%, S?F, SF?, F* are included in the new
model, would the sum of squares of residual in the new model: (a) go up; (b) go down;

(c) stay the same; (d) or it is impossible to determine without further information?

(b) [3 marks] Suppose additional 20 data points are collected. Now using all 40 data points to
fit the initial model, would the sum of squares of residuals be: (a) lower than when using
the original 20 data points; (b) higher than when using the original 20 data points; (c) be
the same as when using the original 20 data points; (d) impossible to determine without

further information?




[image: image6.png]4. (a) [4 marks| Consider the multiple linear regression model

Y =XB + e, ': (1)

where € "' M VN, (0,0%1) and X is the 7 x (p + 1) model matrix. Let 3 be the least

squared estimator of 8. Show that 8 ~ MV Npy1(8, 02(XTX)™1).

(b) [3 marks] Consider a second-order polynomial model Y; = BX?+¢;. Suppose that we have
three input settings X; = 0, X, = —1 and X3 = 2. Show that the least square estimate 8
is a linear combination of Y1, Yy and Y3. Make the usual linear model assumptions and
assume that the standard deviation of a typical Y; is 0.25. What is the standard error of

the second residual?




