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Suppose we have B empty boxes initially. An experiment consists of choosing a box
at random and then placing a ball inside the box. Suppose this experiment is repeated
independently 2n times, first using n red balls and then using n blue balls (so the B boxes
now contains 2n balls in total). Write an expression (which may be left as a sum) for the

expected number of boxes that contain the same number of red and blue balls. [10]




[image: image2.png]2. (a) If X and Y are two continuous random variables with correlation coefficient p,

explain why (X, Y) cannot have a joint density if [p| = 1. [3]

(b) A fair die is rolled twice. The rolls are independent. Let

_ { 1 if the sum of the two rolls is greater than 6

0 otherwise

and let Y be the number of sixes rolled. Compute the correlation coefficient between X
and Y. [7]




[image: image3.png]3. Let X have a Gamma(), 1) distribution and Y have a Poisson(\) distribution (A > 0).

(a) For k > \, apply Chebyshev’s inequality to show that P(X > k) < A/(k— )%, [3]

(b) Using conditioning and applying Markov’s inequality, show that P(X > Y +1) <
1—e (7]




[image: image4.png]4. Suppose an urn contains 6 balls, k of which are red and 6 — k are blue. At each draw, a
ball is drawn at random and replaced by a ball of the other colour (if a red ball is drawn it
is replaced by a blue ball and vice versa). For k # 3, let 7, denote the expected number of
draws until the urn contains 3 red and 3 blue balls. For k = 3, let 73 denote the expected

number of draws until the urn returns to having 3 red and 3 blue balls. Compute r3. [10]




[image: image5.png]5. Let X, Xs,... be a sequence of random variables such that X, € [0, 1] for all n and
X, has edf F,(2) = 2" for z € [0,1] (and F,(z) = 0 for z < 0 and F,(x) =1 for z > 1).
Show that X, — 1 in the rth mean, for any positive integer r, and that X, — 1 with
probability 1. [10]




[image: image6.png]6. Let Xp,..., X, by independent random variables, each with a Uniform(—k, k) distribu-
tion (so each X; has pdf f(z) = 51— (x)). Use the central limit theorem to approximate
the probability

p(|x;‘ to X > k:”),

where 7 is an odd positive integer and p is a positive real number. Express your answer
in terms of k, p, n and @, the cumulative distribution function of the standard normal
distribution. Based on this approximation, for a given r, for what values of p does this
probability go to 0 as k — co? [10]




